Robotics report

1 - Line Following

1.1 - Approaching the problem

To create the line following algorithm we first looked at different potential approaches towards the problem. The first approach we considered was using a Convolutional neural network. This would involve using a neural network to identify the rope in order for the robot to follow it. This would be effective as it means that the colour of the rope wouldn't matter since the ai could identify any colour of rope. However this could cause issues with the robot losing the rope on the ground misidentifying other objects as rope.

A second solution is to use an edge detection algorithm and then apply various filters to isolate the rope. However this is a very complicated solution and would be very slow to run as well as being prone to the same misidentifying problems as the AI approach. This approach does have the benefit of being applicable to any colour rope since it would be detecting the shape of the rope and not the colour.

Another approach is using an image processing pipeline to identify the rope by colour. This approach would be beneficial as it is fast to run and doesn't require any training unlike the AI approach. However the drawback of this approach is it would not work on other colour ropes and has to be set to detect each colour individually as well as being affected by noise in the image. This is the method we decided to go with.

One final approach is to combine these approaches together. You carry out image processing on the image along with edge detection. This new image could then be used as input for the AI to identify the rope. This would be a very effective strategy since it would identify the rope reliably and be less effected by noise. However this would be very slow and would also be prone to all the problems associated with each solution.

1.2 - Image Processing Pipeline

The image is first blurred this is to remove any noise in the image and reduce the error this could cause. This blurred image is then converted to HSV. We then create a mask for the specified colour range in HSV. The colour range for blue is (90, 80, 25) to (105, 255,255) and the colour range for yellow is (15, 25, 25) to (50, 255,255). This mask is then applied to the image which removes all colours that aren't in this range. We then convert this image to grayscale and before performing thresholding on the image this leaves the image as a series of white pixels.

These conversions are done in the get yellow and get blue functions. This functions take an image as input and returns the results of this process.

This image then has the top of it converted to black since the robot is only concerned with what is in front of it. And this removes any background objects that could influence the image.

1.3 - Moving the Robot

To have the robot follow the line we first need to identify what colour the line is. This is done by passing each frame into both of the image processors (yellow and blue) and then setting the current line colour to the one with the most white pixels. However noise in the image can cause the robot to switch between thinking the rope is blue and thinning the rope is yellow. To reduce this issue a running poll of the last nine frames is taken and the majority vote for these frames is then used to set the line colour. This running poll is done within the camera class.

We then take the thresholded image from the output of the believed line colour and if there is more than a set number of white pixels in the middle of the image the robot moves forward since the rope is in front of it. If there are more than a set number of white pixels on the left of the image the robot will begin to turn left and the same is true for the white. This movement is dine through a movement loop.

1.4 – Testing the robot

To test the robot we first test to see if the robot is identifying the rope as the correct colour. This can be seen by looking at the image output of the image processing pipeline. If the image is a solid white line then the robot has correctly identified and converted the input image.

We then test whether the robot can adapt to the change of line colour by picking it up and moving it to the other line. If it quickly changes the running poll is updating correctly as it should update within the 9 frame length of the poll.

We then test if the robot can follow and turn with the line. This is done by observing the movement. If the movement is too jittery tit means that the robot is trying to turn too rapidly or is trying to follow a path that is too narrow.

1.5 – Results

![](data:image/jpeg;base64,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)

For the first pipeline test the can reasonably reliably identify the rope in the image. This can be seen in the output to the right. This could be improved by narrowing down the exact colour needed for the mask. This would allow the robot to better identify the whole rope and would remove any excess noise.

When it comes to the colour changing test, the robot reliably changes colour in a short amount of time. This is a result of the running poll. Using a running poll allows the robot to update to view the line colour in real time. One way to improve the time it takes to transfer from one line to another is to reduce the size of the poll. This would allow the robot to look at less frames to change the colour and thus speed up changeover time. However the issue with this is while it would improve the changeover time, it would also introduce more uncertainty in the line identification process. This could be mitigate by improving the image processing pipeline to more accurately identify the colour of the rope.

The result of the final test of the robot movement is that the robot can move around the track at a reasonably fast rate. This is good, however, the robot will often stop and turn left or right slightly while on the rope. This is because when the robot turns at the corners it does not give an exact turn. This leads to the robot being slightly misaligned to the rope. This could be mitigate by adding in a new option in movement where instead of just left right and forward, the robot could also move forward left and forward right where the turn is gradual. This would allow the robot to fix misalignment issues while it is moving instead of having to stop and adjust.